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Abstract

The diagnosis of pulmonary nodules can be roughly divided into three steps: lung area extraction, lung nodule detection, false positive reduction. This article focuses on the third part of our team's work on detecting pulmonary nodules: false positive reduction. For the large number of candidates detected by the second-step detection model, we use two 3DCNN classifiers to determine which candidates are false-positive. A 3D network performs better than a 2D network as it also captures the vertical information of nodules. Also, focal loss [2] function is used to replace the cross entropy loss function, which has been proved that it can deal with the problem of unbalanced classification. Furthermore, we use Batch Normalization [3] and weight initialization of convolution kernel by Xavier [4] and obtained good result.

1 Introduction

Lung cell proliferation or foreign body will lead to the production of pulmonary nodules, in an increasingly deteriorating environment, more and more human lungs have produced pulmonary nodules. Nowadays, pulmonary nodules are already a very common symptom nowadays. Many young people go to the hospital to remove their lung nodules this morning. Pulmonary cancer survival rates are highly correlated with the stage of disease at the time of first diagnosis. As no obvious symptoms of early lung cancer, resulting in clinical diagnosis of lung cancer has often reached late, high cost of treatment but ineffective. Therefore, the early detection of lung cancer and early diagnosis is particularly important. At present, the application of cutting-edge technologies such as big data and artificial intelligence has become a trend in the medical field. The application of big data-driven artificial intelligence in the early diagnosis
of lung cancer can not only save the lives of countless patients, but also help alleviate medical resources and patients. Contradictions are also of great significance.

The LUNA16 challenge [1] also realized this problem and held a competition that focuses on a large-scale evaluation of automatic nodule detection algorithms on the LIDC/IDRI data set. The LUNA16 challenge provides a list of candidate nodules (750,000 nodules) from many nodule detectors with specific coordinates. In 'false positive reduction' challenge track, our task is to design a powerful classifier to distinguish the minor differences between true and false positives.

2 Data Preprocessing

At first, we get the lung area by using traditional methods, and then preprocessing is performed on the lung area. Use -600HU as a threshold to get a 0-1 3D map, based on the size of the 3D map block and the average distance traveled by the tile to the center, and make up for all small cave depths. The final 0-1 three-dimensional map is the lung area. As the CT picture up and down there will be some slices connected with the outside world, should be removed. The final image pixel values are clip to [-1200,600], then zoom to [0,255]. Pixels for non-lung regions are set to 170. Pretreatment can eliminate the noise, such as the bright spots of the bones, the metal lines of the CT bed. And finally we get 128*128*128 cube.

For false positive reduction track, we use a multi-scale strategy, and prepare two sizes little cube: 36*48*48 and 20*36*36. We crop little cube from the whole lung area to feed into the two classification networks. Obtain different fields of vision size of nodules to predict the overall results.

More importantly, the training dataset has extremely high false positive to true positive ratio (735418:1557). To solve the problem of category imbalance, in addition to the focal loss function, we used oversampling to increase the number of positive samples. Specific methods are sliding window crop, flip respect to x-axis, y-axis and z-axis, rotate 90, 180, 270 degrees, multi-scale transform. Finally, we expanded the positive sample more than 300 times.
3 False Positive Reduction

We use 3D Deep Convolution Neural Network for false positive reduction, for which captures the full range of contexts of candidates and generates more discriminative. This network contains four stages, in the first three stage, each stage contains two 3D convolutional layers, followed by Batch Normalization, Rectified Linear Unit (ReLU) activation layers, and 3D max-pooling layers. At the end of each stage, add dropout layers to avoid over-fitting. In the last stage, it contains three fully-connected layers followed by dropout layers. The detail architecture of used 3DCNN is illustrated in Fig. 1.

And another classifier is coming from 3D U-net [5,6]. At the beginning, we train 3D U-net for detecting nodules from lung, which can get good result. We found it is powerful, so we change the network to classifier, shown in Fig. 1, fine-tuning on the already trained detection model. And then the result proves it is a good idea.

Aiming at the problem of unbalanced classification, Kaiming He proposed a new loss function: focal loss. This loss function is modified based on the standard cross-entropy loss. This function can make the model more focused on hard-to-class samples during training by reducing the weight of easy-to-class samples. And focal loss has been proved effectiveness by a dense detector: RetinaNet. In this track, the problem of unbalanced categories has a great impact on the results, so we use focal loss in the two model above, the final result proves, focal loss really effective.

The final result comes from the fusion of two models.
Fig. 1 Structure of 3D-DCNN Model
4 Experiments

In the LUNA16 challenge, performance is evaluated using the Free-Response Receiver Operating Characteristic (FROC) analysis [1]. The sensitivity is defined as the fraction of detected true positives divided by the number of nodules. In the FROC curve, sensitivity is plotted as a function of the average number of false positives per scan (FPs/scan). The average FROC-score is defined as the average of the sensitivity at seven false positive rates: 1/8, 1/4, 1/2, 1, 2, 4, and 8 FPs per scan.

For the 3D_CNN network: We did a lot of attempts on multi-scale strategies, including probabilistic weighting and finetune. Through experiments, we found that using $36\times48\times48$ data to train the network to get the source network, and then use the $20\times36\times36$ data on the source network to finetune, there will be better results. The method was implemented with Python based on the deep learning library of tensorflow1.0.

For the U-net classifier network: We use crop with size of $32^3$. This classifier was implemented with Python based on the deep learning library of pytorch1.12.

The ReLU was used in these networks and the focal loss function was used for logistic regression to yield the prediction probabilities. The weights of the
networks were initialized from Xavier and trained by minimizing the loss function with Stochastic Gradient Descent (SGD). The learning rate is step changed, (0.001,0.0001,0.00001). We use 4 GPU for training on Tesla K80, and the OS is centos 7.2.
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